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High Performance Computing (HPC)
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Supercomputer

Parallel Program (MPI)
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Program Execution

Parallel Program (MPI)
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Context

Extrae tool

Program Execution

Parallel Program (MPI)

• Instrumentation without code 
changes or recompilation

• MPI Applications
• C, C++ and Fortran
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Extrae Trace
Performance Analysis Large Volume of Data

Paraver tool

• Paraver execution trace viewer in timeline 
format

• Automatic calculation of user-defined metrics
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Context

In previous work the objective was to develop and train a machine 
learning (ML) model using simple parallel programs (benchmarks and 

kernels) and hardware counters to predict the performance of unseen 
applications on an HPC machine.
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Trace

We define a burst as the time interval 
between two successive events in a 

process
Bursts

What type of data?

(in MPI call)

→ No useful
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Compute Bursts

From each burst we can extract 
hardware counters...

What type of data?
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Context

Compute Bursts

From each burst we can extract 
hardware counters...

What type of data?

Performance Application 
Programming Interface 

(PAPI) provides access to hardware 
counters
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Data Format

We extract a tabular data set for each execution trace.

Row = Bursts
Cols =  Trace features
          - Timeline information
          - MPI contextual information
          - Hardware Performance counters
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Context

What type of data?

Performance Application 
Programming Interface 

(PAPI) provides access to hardware 
counters

• Hundreds of available counters, but only 4-8 can be measured simultaneously due to 
architectural constraints

• This creates an "n-counter ceiling" for our ML models

The Limitation 
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Context

Existing solutions and their limitations
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Objectives

Research Objectives

1. Overcome the n-counter ceiling in HPC performance modeling.

2. Maintain burst-level fidelity required for detailed analysis. 

3. Create synthetic traces compatible with existing tools (Paraver/Extrae).

4. Validate methodology across diverse HPC applications.
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Methodology Overview 

Benchmark Applications
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Methodology Overview 

Observed Communication Patterns Across Applications 
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Methodology Overview 

Observed Communication Patterns Across Applications 
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Methodology Overview 

Observed Communication Patterns Across Applications 

These observed patterns guided the design of our two-stage matching algorithm, which progressively 
increases complexity based on structural similarity detection.
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Methodology Overview 

The methodology scales to 
accommodate 

multiple executions with diverse 
counter configurations, limited only 
by the available hardware counter 

combinations
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Methodology Overview 
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Methodology Overview 

New Extrae Trace

Enhanced 
Performance 

Data
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Experimentation Results 

MareNostrum5 Configuration

Execution Parameters

•Processes: 100-112 MPI processes

•Repetitions: 2-10 runs per 

configuration
•Noise Reduction: System isolation

Hardware & System

•Platform: Intel Sapphire Rapids CPUs

•Frequency: Fixed at 2 GHz

•Allocation: Exclusive node access
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Experimentation Results 

Three Different Hardware Counter Configurations
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Experimentation Results 

Applications with Identical Communication Behaviour
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Experimentation Results 

Applications with Identical Communication Behaviour

3 executions

Blue lines connect 
corresponding bursts 
identified by the 
matching algorithm 

(Stage 1). 
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Applications with Identical Communication Behaviour

Experimentation Results 
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Experimentation Results 

Processes with Estructural Variations Between Executions
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Experimentation Results 

3 executions

Processes with Estructural Variations Between Executions

SOD2D application for TaskID 9 
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Experimentation Results 

3 executions

Processes with Estructural Variations Between Executions

SOD2D application for TaskID 9 
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Experimentation Results 

3 executions

Processes with Estructural Variations Between Executions

SOD2D application for TaskID 9 
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Experimentation Results 

3 executions

Processes with Estructural Variations Between Executions

SOD2D application for TaskID 9 

Red lines connect 
corresponding 
bursts identified by 
the matching 
algorithm in Stage 
2
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Experimentation Results 

Processes with Estructural Variations Between Executions
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Experimentation Results 

Highly Irregular Traces

3 executions

SeisSol application for TaskID 9 
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Experimentation Results 

Highly Irregular Traces

3 executions

SeisSol application for TaskID 9 
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Experimentation Results 

Highly Irregular Traces
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Experimentation Validation 

Apply the same heuristic matching algorithm to N traces 
with identical counter sets to quantify matching precision and 

establish baseline accuracy.

Validation Framework 
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Experimentation Validation 



44

Experimentation Validation 

Lulesh application for TaskID 9 

Validation approach using Lulesh with 
identical counter sets extracted from 

4 different executions. 

For the OPS SET and OPS CYC counter sets, detailed 
validation tables are not presented since these 

applications achieved perfect deterministic matching 
with no duplicate columns generated during trace 

fusion.

Applications with Identical Communication Behaviour
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Experimentation Validation 

Processes with Estructural 
Variations Between Executions

Highly Irregular Traces
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Conclusions

1. Overcome the n-counter ceiling in HPC performance modeling.

2. Maintain burst-level fidelity required for detailed analysis. 

3. Create synthetic traces compatible with existing tools (Paraver/Extrae).

4. Validate methodology across diverse HPC applications.

Research Objectives
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Conclusions

• Excellent Performance
• Instruction counters: >97% acceptable correspondence
• Floating-point operations: Perfect precision even in non-deterministic 

scenarios

• Variable Performance
• Cache hierarchy: 38.5-87.2% acceptance rates
• Treat cache data as supplementary evidence requiring interpretation
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Future Work

1. Training performance prediction models on expanded feature spaces and 
expand our prior work on performance analysis of HPC workloads. 

2. Production deployment requires evaluation across broader application 
domains and HPC architectures to confirm generalization.



Thank you!
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