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General Overview Measurement/Tuning Infrastructure 
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Interrupt workload, create initial 

status 
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Demands (Metrics) 

Performance counter metrics 

– Get information on performance bottlenecks and dynamism 

– Part of Score-P 

– PAPI 

– perf 

Non traditional information 

– Open interface for different metrics 

– Power consumption information 

– Different scopes 

– Score-P Metric Plugins interface already available 

– Comparable to VampirTrace plugins [STHI11] 
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Demands (Back-Ends) 

Consume program events 

– Act according to specific regions 

– Act according to metrics 

– Act depending on location 

– Act on instructions from Online-Access server 

– READEX Runtime Library 

Goal: Adapt HW/SW environment to increase energy efficiency 

– Independent of READEX 

– Different for different architectures  exchangeable 
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Score-P overview 
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Metric Plugins 
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Temporal scope of metrics 

– synchronous/strictly synchronous/asynchronous 

– Instantaneous/backward-related/forward-related 

Spatial scope of metrics 

– Per thread/process/computing node/system 

SCOREP_METRIC_PLUGINS=foo # libfoo.so 

SCOREP_METRIC_FOO=bar # event bar in libfoo 

Plugins on https://github.com/score-p/  

Per registered scope 



Examples Power Consumption 

Robert Schöne 

SPEC OMP applu, measurements with ZES-ZIMMER LMG 450/dataheap, RAPL, and HAEC infrastructure [HIS+13] 

NPB-MZ benchmark BT, Class F, 1024 nodes, measurement with HDEEM [HIS+14] 



Example Watchpoints 

Synchronous 

– Register variables or functions that shall be watched 

– Watch for number of read/write/execute access to variable 

– E.g., 
SCOREP_METRIC_PERFBREAKPOINT_PLUGIN=x_pthread_mutex_trylock 

to watch the number of calls of pthread_mutex_trylock 

– Statistic information on accesses to global variables 

Asynchronous 

– Register variables whose content will be watched 

– Parse binary with libbfd, find local & global variables 

– E.g., SCOREP_METRIC_WATCHPOINT_PLUGIN=foo:uint64_t:bar registers 

the content of the local variable bar, defined in function foo  

– High overhead (from kernel infrastructure), for debugging purposes 
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Example Watchpoints (Synchronous) 

NPB-OpenMP benchmark BT, CLASS W, 4 Threads 
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Example Watchpoints (Asynchronous) 

OpenMP parallel program, 2 

Threads 

Threads concurrently write their 

loop iteration to a global variable 

Depending on scheduling strategy, 

the content of the global variable 

changes over time 

 

White: 

 OMP_SCHEDULE=dynamic,4096 

Purple:  

 OMP_SCHEDULE=static 

Robert Schöne 

static double d_var=0; 

void func( int i ){ 

    d_var=0.5*i; 

} 

int main( int argc, char** argv ){ 

    int i=0; 

#pragma omp parallel for schedule(runtime) 

    for(i=0;i<100000;i++){ 

        func(i); 

    } 

    return 0; 

} 



Substrate Plugins 

Based on internal Substrate infrastructure 

– Management functions – related to Score-P internal processing 

– Event functions – related to program internals 

Only two non-optional functions 

Callbacks for plugins to get metadata for events from Score-P 

export SCOREP_SUBSTRATE_PLUGINS=foo 

# load libscorep_substrate_foo 
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Per process calls to Substrate plugins 



Substrate Plugins 

Calls for CPU locations 

All measurement events get location and timestamp  

Plugins can use callbacks to get metadata from handles (e.g., name of 

entered region, type of location, …) 

Support for storage of location specific data in Score-P (thread local 

storage) 
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Per location calls to Substrate plugins 

Only on CPU 

locations 



Examples 

Per region optimization using libadapt 

– As presented in [SM13] 

– Plugin reads config file and registers for enter/exit events to change 

HW/SW environment 

– DVFS/DCT/low-level hardware options 

Load balancing using DVFS 

– Like [RLdS+09], plus OpenMP 

– Successive execution of (compute region, synchronization region) pairs 

– Slow down computation to arrive just in time for synchronization 

– Plugin registers for enter/exit events 

Event Flow Graphs 

– Based on [AFL14] 

– Write event flow graph of exclusive regions as graphviz diagram 
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Region Based Optimization 
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NPB-MPI benchmark BT, Class D, 576 ranks, optimized version: varying frequency and power consumption (HDEEM) 



Load Balancing Substrate 
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Load Balancing SPEC COSMO FD4 via DVFS 
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SPEC COSMO FD4 on 4 nodes / 96 ranks, MPI instrumentation, DVFS load balancing, HDEEM 



Event Flow Graphs 

Record exclusive functions, no nested 

calls 

E.g., OpenMP parallel regions 

Node = parallel region with specific stack 

state 

Edge = possible successor 

Node label: region name 

Edge label: 

– No label: Only transition from node 

– Single number N: on Nth iteration 

– Three numbers i,j,k: transition is taken ith, 

i+kth,…jth execution of predecessor node 

– … 
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Event flow graphs (NPB lu CLASS A, core loop) 

(a) MPI (rank 0) 
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(b) MZ (rank 0, thread 0) (c) OMP (thread 0) 



Summary and Outlook 

 

 

Score-P as a common infrastructure for measurement, tuning, and 

debugging? 

Metric Plugins provide additional status information 

Substrate Plugins make use of Score-P’s instrumentation frameworks 

and metrics to enhance functionality 

 

Substrate Plugin Interface not final. Any suggestions? 

Talk to me in the next coffee break or write an email! 
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Backup Overhead Plugin 

Compare trunk, branch, branch with minimal registered plugin  

NPB OpenMP, BT Class A, 24 threads on Haswell dual-socket system 

many short regions, high overhead 

5 measurements, use mean 

Average time increased by 1.5% if plugin registered, otherwise 0 

overhead 

Sampling using perf record 
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